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Abstract

Swirl flows play an important role in many engineering applications such as modern gas turbines, aero propulsion systems etc.

While the enhanced mixing and stabilisation of the flame caused by the swirl are desirable features, such flows often exhibit

hydrodynamic instabilities called precessing vortex core. For design purposes it is very important to predict such instabilities.

Computational fluid dynamics (CFD) using Reynolds-averaged Navier–Stokes (RANS) type turbulence models are state of the art

for the prediction of flow properties in engineering practice. The objective of this paper is therefore to evaluate the performance of

the unsteady RANS (U-RANS) method in predicting the precessing vortex core phenomenon. To this end, an unconfined swirling

flow with precessing vortex core at swirl number 0.75 and Reynolds number ranging from 10 000 to 42 000, investigated by means of

both experiments and large eddy simulation, is utilised. The results show that U-RANS is able to capture the precessing vortex core

both qualitatively and in parts quantitatively.
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1. Introduction

Swirling motion in fluid flow has been used for many

decades in a broad range of engineering applications.

Many studies have been performed on swirl-burners due

to their widespread use in combustion systems. In these
systems, enhanced mixing and stabilisation of the flame

are beneficial phenomena associated with swirl. Reviews

on the topic have been given by Syred and Beer (1974),

Leibovich (1978), Gupta et al. (1984) and recently by

Lucca-Negro and O’Doherty (2001). Chanaud (1965)

reported periodic vortex instabilities associated with the

swirl in a certain regime of Reynolds and swirl numbers.

Since then the so called precessing vortex core (PVC)
phenomenon has been paid much attention. It has been

observed in premixed combustion systems that the

oscillations of the precessing vortex core can amplify

and cause a feedback mechanism with acoustic modes of

the system. This poses a problem as lean premixed
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combustion is becoming more and more popular due to

it’s potential of low-NOx production. Therefore models

and simulation methods used in combustor design must

be able to predict the precessing vortex core.

For the numerical prediction of flow properties in

engineering practice RANS type turbulence models are
state of the art. This is mostly motivated by reasonable

computational costs required by this method. A review

on the application of RANS models to swirl flows has

been given by Sloan et al. (1986). Many studies have

shown that the standard k–e and other linear two-

equation models in general perform poor due to their

deficiencies in the presence of strong streamline curva-

ture. To overcome this weakness a whole category of
non-linear eddy-viscosity models (NLEVMs) has

emerged at an intermediate level of complexity (e.g. Shih

(1996) or Craft et al. (1996)). The inversion of algebraic

forms of the Reynolds stress-transport equations to

yield explicit forms (EARSMs) relating non-linearly the

Reynolds stresses to strain and vorticity (Gatski and

Speziale (1993), Jongen and Gatski (1998)) leads today

to an efficient modelling that in general is able of cap-
turing swirled flows at the first order closure level.

Improvements related to strong swirl or streamline
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curvature have also been reported (e.g. Wallin et al.

(2003)). Putting aside some novel developments (Kassi-

nos et al. (2000), Sadiki et al. (2003) etc.), the most

complex closure forms are based on solving directly the
conventional transport equations for the Reynolds

stresses. Full Reynolds stress models (RSM) are recently

being improved by new models for the redistributive

pressure–strain and the dissipative processes as well as

through a detailed attention to modelling the effects of

non-equilibrium, viscosity and wall blockage on the

turbulence in the near-wall layer. For a recent review on

RANS/U-RANS in general (see Durbin, 2002).
Most RANS computations of swirl flows in the past

have been performed assuming axisymmetry and there-

fore using 2D computational grids. Since swirl flow

instabilities are three-dimensional and time dependent in

nature, their numerical prediction is computationally

expensive and has been attempted only recently. Bowen

et al. (1998) achieved qualitative agreement with exper-

imental data for a swirl-burner furnace system using a
Reynolds stress model. They set asymmetric initial

conditions from which the PVC ensued, but was

damped out after a few revolutions. The precession

frequency was predicted within 20% of the value ob-

served in experiments. Guo et al. (2002) employed a k–e-
model to a low-swirl flow in a sudden expansion

chamber. They observed several modes of vortex core

oscillation. A comparison with experimental results was
not given in this work.

In the last few years, large eddy simulation (LES) has

been successfully used by several authors to predict

swirling flows with or without unsteady phenomena.

Pierce and Moin (1998) achieved excellent results in

predicting swirled coaxial jets. Derksen and den Akker

(2000) accurately captured the PVC phenomenon per-

forming LES of a cyclone. Recently, Tang et al. (2002)
obtained encouraging results applying LES to the sim-

ulation of an isothermal swirl flow with re-circulation.

D€using et al. (2002) used LES to investigate the influ-

ence of oscillating inflow conditions on a swirled, non-

premixed combustor. This motivates the use of LES

results for validation purposes in U-RANS modelling

besides experimental data or where such data are not

available.
In LES, the stochastic nature of the solution is re-

tained by performing a low-pass filtering instead of

some kind of averaging of the flow field. Hence, Rey-

nolds averaged statistics must be evaluated by accumu-

lating a large enough sample number. As pointed out by

Iaccarino et al. (2003) the time-step requirements of U-

RANS and LES are quite different. Whilst LES resolves

the eddies of the turbulence itself, unsteady RANS
models the turbulence and resolves only unsteady mean

flow structures. Consequently, LES typically requires

much higher temporal resolution, and is more costly.

It also requires a long integration time to build an
ensemble averaged solution. In U-RANS, just a few

periods of the unsteadiness have to be computed since

the solution is of deterministic nature. Regarding the

modelling issues discussed above, unsteady RANS is
expected to be less reliable than classical LES, but it will

require significantly less computation time. It is there-

fore a potentially suitable technique for industrial

applications.

The present study focuses on an evaluation of the

performance of U-RANS simulations in predicting an

unconfined swirling flow with a processing vortex core.

The flow under consideration has been studied in house
by means of experiments which are complemented by

LES of the same configuration.
2. Modelling and computational method

For both the U-RANS and the LES approach the

time dependent three dimensional continuity and Na-

vier–Stokes equations are considered for the incom-

pressible case
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The overbar denotes the Reynolds averaging and spatial
filtering operators for the U-RANS and LES respec-

tively. The turbulent stress tensor sij appearing as an

unclosed term on the r.h.s. of Eq. (2) has to be modelled.

In the frame work of RANS sij ¼ u0iu
0
j is called the

Reynolds stress tensor whereas it is called the subgrid-

scale stress tensor defined as sij ¼ uiuj � �ui�uj for LES.

2.1. U-RANS modelling

Besides the modelling question discussed in the

introduction, a more fundamental debate is currently

going on about the applicability of the RANS modelling

approach to unsteady problems. It has been claimed in

the past that RANS cannot be applied to unsteady flows

unless there is a spectral gap between the unsteadiness

and the turbulence. This is based on the understanding
that Reynolds averaging equals temporal averaging. In

this spirit, to capture a periodic unsteadiness in the mean

flow using U-RANS, the averaging period should be

much smaller than the time scale of the unsteady mean

motion. At the same time, the time period should be

orders of magnitude higher than the time scale of the

random fluctuations for the averaging to make sense. As

pointed out by Durbin (2002) it is a misconception that
Reynolds averaging equals temporal averaging. If sta-

tistical periodicity is defined via the existence of a nar-

row peak representing the unsteadiness of the flow in the



Table 1

Model constants for the RSM

C1 C2 C3 C4 CS Ce1 Ce2

3.0 )0.44 0.46 )0.23 0.1 1.4 1.9
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spectrum there is no need for a spectral gap. The peak

can occur right in the midst of the broadband turbulent

scales and Reynolds averaging is simply interpreted as

ensemble or phase averaging. On the other hand, if the
unsteady coherent motion creates a strong disequilib-

rium, the assumptions underlying standard RANS clo-

sures might not be sufficient anymore. In this case it

might be necessary to incorporate some kind of spectral

information into the model, e.g. by using two-time-scale

models as proposed by Hanjalic et al. (1980).

In the present work, first simulations were performed

using a standard k–e-model, solving the unsteady gov-
erning equations. These simulations showed some peri-

odic behavior in an early stage, but as the simulations

went on, the instability decayed and a steady state

solution was finally reached. This is the same phenom-

enon as observed earlier by Bowen et al. (1998). Hence,

a second-order closure was chosen for it’s well-known

capability to well predict swirl flows. To this end, the

transport equations for the components of the Reynolds
stress tensor have to be solved.
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For the turbulent transport term Tijk the model of Shir

(1973) is applied.
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o
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The production term Pij does not contain any unclosed

expressions. The linear model of Jones (1994) is applied

to model the pressure-strain correlation tensor Pij.
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The dissipation tensor eij in (3) is modelled by assuming

local isotropy of the small scales.

eij ¼
2

3
edij ð6Þ
where a separate transport equation is solved for e
(Jones (1994)).
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The values of the model constants used in the closure

procedure described above are listed in Table 1.

For near wall treatment the logarithmic law of the
wall has been employed in conjunction with an explicit

setting of the Reynolds stress anisotropy at the wall

based on experimental data.

Other RSM were also tried out in the course of this

investigation, but no systematic study of model behavior

has been performed though yet. For further details on

the RANS modelling the reader is referred to Maltsev

(2003).

2.2. LES modelling

For the LES a Smagorinsky-model with dynamic

procedure according to Lilly (1992) was used to describe

the influence of the small scales on the resolved ones.

The filtering operation is performed implicitly by means

of the finite-volume discretisation. No special wall-
treatment is included in the subgrid-scale model. We

rather rely on the ability of the dynamic procedure to

capture the correct asymptotic behavior of the turbulent

flow when approaching the wall (see e.g. Lesieur and

M�etais, 1996).

2.3. Computational method

The same CFD code was used for both U-RANS and

LES calculations. The governing equations were dis-

cretised on a block-structured boundary-fitted collo-

cated grid following the finite-volume approach. Spatial

discretisations are 2nd order with a flux blending tech-

nique for the convective terms. The solution is for-

warded in time using the 2nd order accurate implicit

Crank–Nicolson scheme. A SIMPLE type pressure
correction method is used for pressure–velocity cou-

pling. The resulting set of linear equations are solved

iteratively. Details on the method can be found in the

paper by Durst and Sch€afer (1996).
For the U-RANS computations, a flux blending

parameter a ¼ 0:5 (i.e. 50% 1st order upwind differenc-

ing) was first used to ensure stability of simulations.

After the simulations had evolved, the flux blending
parameter could be increased up to a ¼ 0:9, thus
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reducing the upwind contribution to 10%. All the LES

were run with almost pure central differencing

(a ¼ 0:95). The time step width was chosen to give a

CFL number of the order of five for the U-RANS. For
the LES the time step width was smaller by a factor of

10 to resolve all turbulent fluctuations down to the grid-

scale eddies.
Fig. 1. Sketch of the movable block swirler device and dimensions (in

mm). The coordinate system used throughout the rest of the paper is

attached to the centre of the bluff-body surface.
3. Experimental and numerical setup

The flow configuration investigated in this paper is
based on a non-premixed swirl-burner that has been

extensively studied in the well-known TECFLAM-pro-

ject (see e.g. Schneider et al. (2001)). Recently, the setup

has been changed to investigate length and time scales in

premixed combustion. A set of isothermal air flow

measurements have also been performed in the course of

this investigation which are used within this paper.

The experimental setup consists of a movable block
type swirler which feeds an annulus from which the air

flow enters the measurement section at ambient pressure

and temperature. The Reynolds number is computed

based on the bulk velocity and bluff-body diameter.

Three cases were investigated experimentally in which

the (geometrical) swirl number was set to S ¼ 0:75. Two
cases were selected for this paper which will be referred

to as the 30 and 150 kW cases (according to the thermal
power for premixed operation of the burner). The

Reynolds numbers Re and mass flow rates _V of the two

cases are given in Table 2.

A coflow of 0.5 m/s surrounds the swirler device. A

sketch of the device is given in Fig. 1. Single-point

measurements were performed with a TSI 2d-LDV setup

that was used in backscatter mode to determine two

velocity components at a time. Magnesium oxide par-
ticles of less than 1 lm diameter were used to seed the

flow. For the evaluation of mean values and fluctuations

roughly 10 000 events were sampled. The overall error

for the experimental data is estimated to be within 3%

for the mean values and 7% for fluctuations. Two-point

measurements were also performed where one probe

was kept fixed while the other probe was traversed. All

the samples collected with the fixed probe (a total of
1.5 · 106) went into the computation of the temporal

autocorrelation and power spectral density which was

used to determine the vortex core frequency. The two-

point correlations computed from the data collected

thus are not presented in this paper.
Table 2

The two cases investigated in this paper

30 kW 150 kW

Re 10 000 42 000
_V (m3/h) 35.54 174.55
The computational domain was shaped cylindrically

being 600 mm long with a diameter of 600 mm. Free slip

boundary conditions were applied to the lateral

boundaries and a zero gradient outflow condition was

set for the face surface. First simulations were per-

formed with the inlet boundary being flush with the
swirler exit plane, prescribing experimental data taken at

1 mm above the swirler exit as inlet boundary condi-

tions. No instable behavior could be obtained though by

doing so. Therefore the swirler device was included in

the computational domain. Hence, the inlet boundary

was moved to the inlet channels of the swirler device.

The swirler was first resolved with 8 cells in the radial

direction resulting in a grid with a total of �500 000
cells. After doing so, an unstable behavior of the ex-

pected kind was observed in the simulations, but due to

unsatisfactory results in the near-nozzle region the reso-

lution of the swirler was then doubled to 16 points in the

radial direction. This increased the total number of grid

points to �800 000. A picture of the grid that was used

to model the swirler is given in Fig. 2.

Since the swirler device is fed from a plenum cham-
ber, a constant radial inflow velocity was set on the inlet

boundary which was adjusted to result in the correct

mass flow for the two cases.
Fig. 2. The computational grid used to model the movable block

swirler device.



Fig. 4. Sequence of snapshots (top left to bottom right) taken from the

U-RANS of the 30 kW case showing vector plots of velocity in a plane

x ¼ 30 mm. The swirler annulus is indicated by the two concentric

circles. The approximate instantaneous vortex centre and precession

direction are also indicated.
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4. Results and discussion

4.1. Flow structure

Due to the single-point nature of the LDV technique,

no information about instantaneous flow structures

could be obtained from the experimental data. This kind

of information can be obtained from the LES. Fig. 3

shows instantaneous snapshots from the LES flow field

covering one revolution of the precessing vortex core.

The flow features that can be observed are:

• The central reverse flow zone performs a precession

motion around the bluff-body of the swirler device.

• The recirculation reaches upstream into the swirler

device. This explains why the first simulations per-

formed without the swirler failed to predict any un-

steady behavior of the flow.

• Two opposed helical vortices shed off the outside

edge of the swirler exit. They rotate with the same fre-
quency as the recirculation bubble.

As is shown by Fig. 4, the U-RANS clearly captures

the precessing vortex core: a rotating movement of the

vortex centre about the system’s geometrical axis can be

observed. It is noteworthy that no converged stationary

solution could be obtained which also indicates the

unsteady nature of the flow under consideration. When
comparing the U-RANS results to phase averaged LES

data both methods show the same qualitative overall

flow behavior (Fig. 5). The reader should not get irri-

tated from the different spacing and number of the

vectors in Figs. 4 and 5. The vectors from the U-RANS

are plotted directly at the grid nodes while the LES data

were interpolated to a coarser grid on which the phase

averaging was performed in a post processing step.
Fig. 3. Isosurfaces of instantaneous axial velocity u ¼ �0:5 m/s taken

from the LES of case 30 kW showing the flow structure covering one

revolution of the vortex core (taken from Wegner et al. (2004)).

Fig. 5. Plot of phase averaged velocity vectors from the LES (30 kW

case) in a plane x ¼ 30 mm, confirming the structure seen in the U-

RANS (Fig. 4).
5. Velocity and fluctuation profiles

Radial profiles of time averaged axial and azimuthal

velocity as well as the turbulent kinetic energy for both

cases are shown in Figs. 6–11. Both LES and U-RANS

simulations capture the experimental mean velocity

profiles quite well. Near the swirler exit the RSM gives

even better results than the LES. Since the RSM in-
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Fig. 6. Radial profiles of time averaged axial velocity at several axial

positions for the 30 kW case.
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Fig. 7. Radial profiles of time averaged azimuthal velocity at several

axial positions for the 30 kW case.
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Fig. 9. Radial profiles of time averaged axial velocity at several axial

positions for the 150 kW case.
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cludes a wall-model it has got an advantage in predicting

the wall-dominated flow in the swirler device. The

unsatisfactory accuracy of the LES results at the swirler

exit can be explained by the relatively coarse grid reso-
lution in the swirler device. Only 16 cells were used to

resolve the radial direction of the annulus. This is by far

not fine enough for the LES to cover the near wall
behavior of the flow. The plots of kinetic energy support

this as the peak fluctuations at the swirler exit are lo-

cated in the annulus middle. Due to the wall-induced
shear there should be fluctuation peaks near the wall. In

order to overcome this problem, more LES computa-

tions would be necessary performed with an increased

resolution in the swirler.
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axial positions for the 150 kW case.
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axial positions for the 150 kW case.
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Though the shape of the profiles obtained with the U-

RANS for the total kinetic energy (Figs. 8 and 11) is

quite good, the level of energy is much too low when

compared to the experiments. This was found to be
much worse in the first computations with lower flux-

blending parameters, indicating a significant influence of

numerics on the U-RANS results. The LES gives the
same level of kinetic energy as the experiments and also

captures a good deal of the profile shapes. In the U-

RANS framework, kinetic energy denotes the sum of the

modelled turbulent kinetic energy k ¼ 1=2 � u0iu0i and the
resolved energy contained in the unsteady flow motion.

When comparing velocity time series from the U-RANS

to phase averaged time series from the LES, it was found

that the amplitude of the coherent velocity fluctuation

was much too low in the U-RANS. Hence, the resolved

energy is underpredicted by the unsteady RANS.

As the plots of axial velocity indicate (Figs. 6 and 9),

the length and width of the recirculation zone is quite
well-predicted by the U-RANS.

5.1. Precession frequency

For both the experiment and the LES, the vortex core

precession frequency was obtained from the turbulent

energy spectrum as computed from temporal autocor-

relations. As can be seen in Fig. 12 the spectra show
distinct peaks associated with the motion of the vortex

core. Furthermore, these spectra show a second weaker

peak at the doubled PVC frequency. This peak is asso-

ciated with the opposed helical vortices that are shown

by the LES. Since they perform a rotating motion at the

same speed as the central recirculation, the monitoring

point (at which the velocity time series for the spectral

analysis was sampled) is passed twice by such a structure
in one PVC cycle. Hence the doubled frequency. As far

as the position of the peak frequency in the turbulent

spectrum is concerned, it seems that the coherent motion

is associated to rather large frequencies. From the

temporal autocorrelations of both the LES and the

experiments, a factor of approximately five was esti-

mated between the precession period s and the integral

time scale T . This implies that the coherent and turbu-
lent scales are separated from each other.
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Since computation of a turbulent energy spectrum is

not possible for the U-RANS (no two-point information

is available), velocity time series recorded at selected

points of the flow field were Fourier transformed di-
rectly. The result of this procedure is shown in Fig. 13.

For the Fourier analysis of the U-RANS, the spectral

resolution was quite coarse (�10% when related to the

peak frequency). This is due to the fact that only two

vortex core periods were analysed. But within that range

of uncertainty the precession frequencies are predicted

with remarkable accuracy when compared to the

experimental data. The precession frequency can also be
expressed in terms of the Strouhal number defined as

St ¼ L=s � U , where s is the inverse of the peak frequency

and the characteristic velocity U and length L are the

same as were used for computing the Reynolds number.

In Fig. 14, the Strouhal numbers corresponding to the

peak frequency for the two cases are plotted as a func-

tion of Reynolds number.

For a given flow configuration the Strouhal number is
expected to reach an asymptotic value in the limit of

high Reynolds numbers. The precession frequency then

increases linearly with the flow rate (Gupta et al. (1984)).
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This behavior seems to be correctly captured by the U-

RANS. It can be seen that the frequencies obtained

from the LES are about 20% higher than those from U-

RANS and experiments. This is clearly related to the
inexact prediction of velocity profiles in the swirler

annulus. In the plots of mean tangential velocity (Figs. 7

and 10), at x ¼ 1 mm one can see that the LES over-

predicts the tangential velocity component. When

computing the effective swirl number it was found that

in the LES it is about 10–15% higher than in the

experiment. This in turn is likely responsible for the

over-prediction of the precession frequency which is a
function of the swirl number.
6. Conclusions

So far it could be confirmed that the U-RANSmethod

employing a full Reynolds stress model is able to capture

the precessing vortex core phenomenon both qualita-
tively and in parts also quantitatively. Good agreement

of mean velocities was achieved when comparing the

U-RANS results to experimental data and LES compu-

tations. A remarkable accuracy was achieved in pre-

dicting the vortex core precession frequency. On the

other hand, the energy contained in the coherent motion

of the PVC was significantly under-predicted by the

unsteady RANS. The reason for this is not clear yet, but
the amount of numerical dissipation contained in the

discretisation scheme seems to play an important role.

Furthermore, although it is justified to speak of at least a

weak scale separation in the flow considered here, it

might still be necessary to take into account disequilib-

rium effects as discussed above. This is an issue requiring

further investigation.

It should be mentioned that for 3D time-dependent
simulations as performed in the present study the com-

putational cost is significantly increased when compared

to steady state RANS computations. The use of alge-

braic Reynolds stress models instead of the differential

model used in this paper might prove useful in this

regard, but is left as future work. Computational

requirements are still low when compared with those for

LES. To perform a more accurate LES, a finer mesh
should be used in the wall-dominated swirler device. So

far LES is very good for flow systems, where the flow is

governed by large, turbulent structures, which can be

captured by a fairly coarse mesh. However, if attached

boundary layers are important, LES will probably give

partially dissatisfying predictions in these regions (see

Swirl number!), unless fine grids are used. Besides an

appropriate near-wall SGS-modelling (Piomelli et al.
(2002)) to get around this bottleneck of LES near walls,

many researchers (see Durbin (2002)) suggest hybrid

LES-RANS methods, in which RANS is used near the

wall while LES is utilized in the remaining part of the



536 B. Wegner et al. / Int. J. Heat and Fluid Flow 25 (2004) 528–536
domain. However, the interface coupling remains the

main point of issue (Spalart (2000)).
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